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Prediction and control of evaporation/condensation of cryogenic propellants is one of the key factors
limiting long-term space missions. Modeling propellant behavior and predicting phase change rates
require models that need to be calibrated with experimental data. However, no such data is available
on controlled phase change of cryogenic propellants. In this work, neutron imaging is employed as
a means to visualize the condensed propellant inside opaque metallic containers at temperatures as
low as 17 K. By controlling the temperature and pressure, a wide variety of phase change rates could
be obtained. An exponential attenuation model is used to accurately determine the liquid—wall in-
terface. Two methods of determining liquid volume as a function of time are described and compared.
The interface tracking method uses an adaptive threshold edge detection and fit to the Young—Laplace
equation while the optical density method calculates the liquid thickness for every pixel based on the
Beer—Lambert law with a beam hardening correction. The former method is applicable only in im-
ages that have a fully formed meniscus whereas the latter method can be used on all images despite
the shape/location of the liquid in the cell. Uncertainty in volume measurement with the optical
density method is 6% lower than with the interface tracking method, and the results are in excellent
agreement. In addition to volume, optical density method can be used to measure thickness of the
thin liguid film on the wall of the container. For steady states, the interface tracking method will
suffice but the optical density method is useful for high-accuracy volume measurements and thin
film analysis.

KEY WORDS: evaporation, condensation, neutron imaging, cryogenic propellants, lig-
uid hydrogen, liquid methane

1. INTRODUCTION

One of the key challenges in long-term space missions isttitieydo store and predict evapora-
tion and condensation of cryogenic propellants. The mastneonly used propellants are liquid
hydrogen and methane that must be stored at temperatures as 120 K and 110 K, respec-
tively, under atmospheric pressure, to prevent boil offe Phopellants are extremely sensitive
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to temperature/pressure variations and undergo phasgehawen in space, resulting in self
pressurization of tanks. Long-term storage and transferapellants are mission critical tech-
nologies at NASA (Council, 2012). Computational fluid dynesi(CFD) models have been used
to predict the pressure and behavior of the cryogens inaide tanks and it was found that a thin
(=1 mm) liquid film exists between the vapor and the solid phBseqj et al., 2005; Panzarella
and Kassemi, 2003, 2005, 2009; Panzarella et al., 2004¢r&dwbble point pressure and va-
por breakthrough experiments conducted at NASA Glenn sidlyat the understanding of local
thermodynamics is critical and much of the uncertainty wagated to phase change (Hartwig
and McQuillen, 2011, 2012; Hartwig et al., 2013). The typelofise change encountered here is
different from pool boiling and depends on several othetdfiacin addition to temperature and
equilibrium vapor pressure. The curvature of the liquid ieeus near the contact line results in
an anisotropy in the liquid stresses including a pressurpjat the interface due to the surface
tension. The intermolecular forces between the solid phadehe liquid become important in
this thin film and give rise to a net pressure drop (disjoirpngssure effect). As a result of these
factors, the evaporation is nonuniform and most of the eratjum occurs in the thin liquid film
called the contact line region. For wetting fluids, it hasrbekown that 60-90% of the evapo-
ration occurs in the contact line region (Fritz, 2012; Pamebam et al., 2008; Plawsky et al.,
2008; Wee et al., 2006). Hence, the experimental effort tasmee evaporation must focus on
visualization and accurate determination of the liquigsaranterface, especially in the contact
line region.

Curvature and disjoining pressure effects have been incated in some phase change mod-
els (Ajaev, 2012; Plawsky et al., 2008; Preiss and Waynet61@/ayner, 1991), but the results
involve fitting the model’s results to experimental datacé@te modeling is still a challenge
due to the lack of reliable experimental data on controlledge change of cryogenic propel-
lants (Alberts et al., 2015, 2016; Panzarella and KassediQR Controlled experimental evap-
oration/condensation tests of cryogenic propellants dfieudt to perform due to the fact that
conventional visualization techniques cannot be used agétiquids inside metallic containers.
Cryogenic propellants such as hydrogen and methane ungbege change at 20 K and 110 K,
respectively, at atmospheric pressures. During evaparatie pressure builds up and a sophis-
ticated manifold with a control system is necessary to abrtoth pressure and temperature
inside the metallic container. Further, flash evaporatiohighly combustible propellants such
as hydrogen invoke safety issues that require extremeoredtiring experiment design.

In the present study, neutron imaging is used as a visuializggchnique to detect the con-
densed propellant inside cylindrical Al 6061 test cellopgilant vapor is introduced at a preset
pressure into a cryostat cooled by liquid helium and liqutdogen. Condensation is achieved
in the test cell by dropping the cryostat temperature lolWwantthe saturation temperature and
subsequent evaporation is achieved by raising the cryiestgterature above the saturation tem-
perature. These tests were conducted at the BT-2 neutrgingacility at the National Institute
of Standards and Technology (NIST) at Gaithersburg, MDs Hiiicle details the visualization
technique employed to capture the liquid—vapor interfanckimage analysis to obtain the phase
change rates.

1.1 Neutron Imaging

Using neutrons for imaging can be dated back to the 1940'stifilei and Ernst, 1940) but it
was during the advances in digital photography and imagegssing that it became popular
as a reliable tool for nondestructive testing (Korner, @0®\Ithough the resolution obtained
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from neutron imaging is currently limited to about L@, the capability to easily record and
manipulate image data for 3D tomography studies spurredi¢lielopment of digital neutron
imaging. Brenizer (2013) provides an extensive review aitran imaging from its conception
to the present day. Neutrons have no charge and interachvaitter through the strong nuclear
force, and as a result have good penetrating power through metals. Neutrons do not de-
posit appreciable energy into a sample (if the entire beamakaorbed, the energy is of order
uW/cn?). Neutron imaging is a radiographic technique similar toa¥s, which makes use of
the differences in attenuation characteristics of difieedements (Von der Hardt and Rottger,
2012). Neutron interaction with matter can be broadly dieskin 3 ways: (1) scattering due to
interaction with the sample atoms, (2) absorption by thdeus; and (3) transmission through
the interstitial spaces between the atoms. Neutron stegtend absorption are characterized by
cross sectionso(). The cross section is a probability expressed in units @ @inat denotes the
likelihood of the neutron interaction with the medium ofargst (Fig. 1). Cross sections can be
defined for both absorptiorr() and scatteringd,). The intensity of transmitted neutrons obeys
the Beer—Lambert law of exponential attenuation:

I = Ipe ™, (1)

In Eq. (1),1 is the intensity of the incident beam,is the macroscopic cross section (also
known as attenuation coefficient) given by= no, 0 = o, + 0, n is the number density
given byn = (pA)/M, p is the density of mediumd is the Avogadro numbed/ is the molar
mass, and! is the thickness of the medium. Thermal neutrons are almassparent to many
metals but are strongly attenuated by light atoms such aged, lithium, and boron. Table 1
compares the scattering lengths and attenuation coeffict#rhydrogen, aluminum, iron, and
carbon. All hydrogenated compounds such as methane al#loitesthong neutron attenuation.
It is this difference in attenuation coefficients that alkofer the visualization of the liquid pro-
pellant meniscus through an aluminum cylinder. Neutrorgimgallows not only for qualitative
measurements but also quantitative measurements of thisqusrshape. Neutron imaging has
successfully been used in a variety of liquid detectionigpfibns such fluid transport in porous
media (Dewanckele et al., 2014; Kang et al., 2013; Perfeal.eR014), fuel cells (Bazylak,
2009; Kramer et al., 2005; Satija et al., 2004), and heatspiénbala et al., 2004; Kihm et al.,
2013; Wilson et al., 2008). To the authors’ best knowledges¢ are the first known neutron
images of cryogenic propellant phase change.
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FIG. 1: Neutron interaction with matter and cross sections. (aXihdatnteraction with matter, (b) absorp-
tion and scattering cross sections
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TABLE 1: Neutron cross sections and attenuation coefficients for@@ m
neutrons (second column values based on Chadwick et ab) 200

Species o (b) Density (g/cm?®) u(cm1)
Hydrogen (liquid) 33.75 0.0707 1.437
Hydrogen (vapor) 33.75 0.0013 0.026

Aluminum 1.34 2.7 0.083

Carbon 5.02 2.25 0.566

The objective of the current study is to establish a meth@ttarately determine the phase
change (evaporation/condensation) rates by measuridigjthé propellant volume in every im-
age. Two different methods are employed to measure volubenterface tracking method
and (2) optical density method. The interface tracking métimvolves using traditional image
processing concepts such as spatial filtering and edgetidete€he shape of the liquid vapor
interface is determined, and the interface is tracked asetifin of time to calculate the lig-
uid volume. The optical density method uses the beam hasdrarsected Beer—Lambert law
[Eq. (1)] to transform every pixel's gray value into a liqutdckness from which the volume is
computed.

2. EXPERIMENT
2.1 Test Setup

A 70 mm cryostat was used to cool and eventually condensedpelant vapor introduced into
the test cell. The cryostat consists of annular rings fillétth wryogens with the test cell at the
center in a space called the “sample well.” The cryostat @ezbby an outer jacket of liquid
nitrogen that is constantly boiling at atmospheric pressoaintaining a constant temperature of
77 K. An inner jacket is filled with liquid helium that also usidjoes phase change by throttling.
The vaporization of liquid helium cools a copper heater blthat in turn cools the cryostat’s
sample well. The vaporized helium then rises up the innerarusulus cooling the entire inner
wall of the cryostat. The helium vapor is then either remabvgd vacuum pump or vented to
the ambient atmosphere depending on the cooling rate ne€dedhrottle valve and a helium
exhaust valve serve as a means of controlling the vaporynesasd hence the cooling power of
the cryostat. The cryostat is being cooled constantly agésrthe cryogens are replenished. The
copper heat exchanger has a temperature sensor and aicéleater embedded in it. Steady
state operation is obtained by matching the electric hgmteer to the cooling power from the
cryogens.

The test cell is mounted to a long hollow stainless steel $arsiick by use of a custom
fabricated SS 316 lid and inserted into the cryostat's sam@ll (Fig. 2). The lid has a 178
male VCR fitting brazed to its side to allow for connection teapor feed line. An internal
groove then transfers the vapor from the feed line to thrabgHid and into the test cell. The
lid is connected to the test cell by use of 6 Al 4-40 screws améhdium O-ring. The entire
setup and all fittings were helium leak checked prior to mgstirhe instrumented sample stick
is inserted into the cryostat while the sample well is beingdied with helium vapor about 135
kPa. Helium flooding of the sample well is essential to prévea introduction of ambient air
along with the sample stick. Once the stick is inserted, seisured with an O-ring seal and the
sample well is pumped down to a pressure of 1@a to remove any traces of of other gases
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FIG. 2: Test setup showing the instrumented test cell attacheetertti of along SS sample stick which in-
serted into the sample well of the 70 mm “orange cryosta}.7(emm cryostat, (b) sample stick, (c) 10 mm
Al 6061 test cell

that might be present. Helium vapor is reintroduced intosdmaple at 135 kPa and the process
is repeated at least 3 times. After the final evacuation, d smepunt of helium is added to act
as a heat exchange gas between the sample well and the cegpexbhanger/cryostat inner
wall. The amount of helium added determines the transiesrhihl response between the heat
exchanger and the test cell. During the time of the experismé¢e final helium pressure in the
sample well could not be measured. Numerical simulatioasamg conducted by the authors
to characterize the thermal response and will be publishediiture article. The stick contains
several radiation baffles to prevent heat leaks by radiditam the top flange.

Three Lakeshore silicon diode DT-670 (S2-S4) sensors auntad on the outside of the
test cell by use of Kapton tape and were secured in place bgfuzestom made stainless steel
springs. A fourth sensor (S1) is suspended in the heliumangh gas close to the test cell
(Fig. 2). The DT-670 sensors were connected to a Lakeshodeln3d0 temperature controller
for data logging. The corresponding calibration curve€£Xo1670 sensors are built into the tem-
perature controller. The temperature of the copper hedtamger (NTC RTD X45720 sensor
embedded in the heater housing) of the cryostat and thetsticgerature (Si410B sensor em-
bedded into the bottom of the stick) is logged by a Lakeshardah331. Auto PID closed loop
control is set up for the cryostat’s copper block tempegratail tests were conducted ata 5 W
maximum setting. The uncertainty in the DT-670 temperameasurements i0.25 K. The
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uncertainty in the cryostat heat exchanger temperatui®i¢ K. The pressures are logged by
two independent pressure transducers. One transduces@&PG 2500) was connected to
the feed line and the other transducer (Mensor DPG 15000Fera%ected to the manifold. The
uncertainty in the pressure measurements was 0.2% at 10thkRzasing to 1% at 25 kPa. The
computer used for data logging was a Windows XP SP3 machim@ng Intel Xenon X5550
@ 2.67 GHz, 4 GB RAM and 2TB hard drive. The Lakeshore corgrsland pressure trans-
ducers are connected to the logging computer via seria$ pord data is logged every second.
Additional details on the experimental setup can be fourgediur et al. (2016b).

2.2 Imaging Setup

The sample stick-test cell assembly after being insertemthe cryostat is placed in the col-
limated neutron beam such that the center of the beam padssesylh the center of the test
cell. A scintillator (screen that captures neutrons and®ptiotons along with gamma radia-
tion) is placed downstream to detect neutron transmisgtan ). The scintillator used was a
7.6 mg/cnd Gadoxysulfide screen that had a thickness ofi@0 The visible (green) light emit-
ted by the scintillator is captured by an Andor NEO sCMOSg(stific Complementary Metal
Oxide Semiconductor) camera with a pixel pitch of guf with variable exposure time. An
85 mm Nikon lens with a PK 13 extension tube was used to foaisc¢mtillator light onto the
camera. The experiments were conducted at the Neutron mgpagicility (NIF) NIST Center
for Neutron Research (NCNR) in the BT-2 thermal beam lindaideon the NIF facility and
the beamline layout can be found in Hussey et al. (2005, 2010)

The generation of the neutron beam is an inherently randoeegs, so that the statistics of
the image formed by the neutron beam are well described bysadtodistribution. The standard
deviation of this distribution reduces with exposure tiniéhe expense of temporal resolution
(Kramer et al., 2005). An exposure time of 10 s was found torbapgropriate compromise for
the phase change rates being tested and the liquid interfages by no more than 15 pixels in
two consecutive images. The image formation process isdesitribed by pinhole optics and
geometric blur arises as a result. Further, the detectofutisn can limit the spatial resolution.
The image can be enhanced by deconvolution with an estinpatied spread function (PSF)
determined from a sharp edge on the image as described bgyHeisal. (2010). The estimated
PSF and the results of deconvolution is discussed in a latios.

During the experiment, images are captured while satunadpdr at a constant pressure is
introduced into the test cell and the cryostat temperasitewered to achieve condensation of
the propellant. When sufficient condensation is obtainlee,cryostat temperature is then in-
creased above the saturation condition to achieve evapordhe imaging is stopped when all
the liquid has evaporated. During every test, images werioad with the neutron beam turned
off, in order to characterize the background radiation fittwn reactor. The attenuation coeffi-
cient of hydrogen is almost 56 times greater than that of alum. Hence the neutrons easily
pass through the aluminum container but are then blocketid¥yydrogen. The high neutron
cross section of the liquid propellant in comparison to kbthcontainment vessel material and
propellant vapor allows for the visualization of the liquid

3. IMAGE PREPROCESSING

The images obtained from the camera are stored as singlisipre82 bit FITS images with an
imaging array size of 2168 2560 pixels. The pixel gray values represent neutron tr&ssom
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intensities as observed from the scintillator light. Fey® shows a condensation/evaporation
test from January 2015. The hydrogen vapor was set at a compsessure of 120.6 kPa corre-
sponding to a saturation temperature of 21 K. Temperatutieeofryostat was lowered to 19 K
for condensation and increased to 23 K for evaporation. Hnk ikgion of the captured images
represents low neutron transmission (liquid propellartjlevthe bright regions represent high
neutron transmission (metals and propellant vapor).

Prior to using any method to determine the liquid volume esalvparameters such as the
location of the liquid—wall interface, pixel pitch and inlkat rotation of the image must be
determined and accounted in the forthcoming analysis. & pesprocessing routines are com-
mon between both volume determination methods: interfacking method and optical density
method.

3.1 Liquid—Wall Interface

Accurate determination of the liquid—wall interface Idoatis vital for the curvature fitting
with the interface tracking method and volume measuremwitiisboth methods. Assuming the
outer wall of the cryostat and helium vapor does not signifigaaffect the neutron intensities,
the attenuation due to thickness of liquid, and the testvealll can be modeled using the Beer—
Lambert's law [Eq. (1)]. The pixel intensities of the walbien are first fitted with an exponential
model [Eqg. (1)]. The results of this fit are then applied to ligaid region where the neutrons
travel through both the test cell wall and the liquid. Thislane using a two term exponential
model where one term represents the test wall thicknesshanatier term represents the liquid
thickness. The point of intersection of the liquid and thdlfits are evaluated as shown in
Fig. 4(a). The plot represents exponential fits to the pixtrisities shown by the red line and
arrow in Fig. 4(b).

FIG. 3: Time lapse images of liquid hydrogen phase change in the 10An6061 test cell. (a) 11 s,
(b) 997 s, (c) 1218 s, (d) 1438 s, (e) 2654 s, (f) 3316 s, (g) 38@M) 4475 s
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FIG. 4: Determination of (a) rotation and (b) liquid—wall interéaand pixel pitch using pixel intensities
shown by the red (top) line and arrow. The image represeqiglhydrogen at 21 K in the 10 mm Al 6061
test cell
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3.2 Pixel Pitch

A correlation between the actual physical dimension angtkel size is essential for any data
analysis. Since the sample geometry was accurately mathing measured, it was used to
calculate the effective pixel pitch. This is done by cougtihe number of pixels that make up
the diameter of the test cell and scaling the obtained nulmptre measured diameter of the test
cell. This was done for 10 images and at 5 different locatrssen at random on the test cell
and then averaged. The effective pixel pitch was found to4oé dm per pixel for the January
2015 tests and 164om per pixel for the September 2016 tests. Figure 4(b) shovpittel pitch
for the January 2015 setup.

3.3 Image Rotation

In order for the interface tracking and the curvature deteation to be accurate, the images
containing the test cell and liquid meniscus must be asoadréis possible. An error of 0.5° in
rotation results in an increase of the corresponding volameasurement by up to 2% and the
measured contact angle by up to 5°. The rotation was detethtim analyzing images that have
cryogens filled almost to the top of the vessel. The relatistadce between the wall coordinates
determined by analyzing points of the highest gradient wggéd and measured for a sample of
images. A correlation between the relative drift in the xrclimate $x), at variousdy distances
was obtained. The slope of the linear fit®f vs. dy is the tangent of the rotation angle. The
rotation angle determined from image preprocessing ista®d° for the January 2015 tests
and 0.41° for the September 2016 tests.

3.4 Deconvolution

Assuming the test cell is perfectly aligned in the beam, timer bottom center edge of the test
cell was analyzed to determine the imaged width of the asdwsin@rp edge. This spread of pixel
intensities was fitted to a Gaussian distribution and it veamdl that the standard deviation was
about 3.5 pixels. Hence a symmetric Gaussian PSF with aatdideviation of 3.5 was used to
deconvolve the images with 3 iterations of the Richardsaeylalgorithm in MATLAB.

4. IMAGE ANALYSIS
4.1 Interface Tracking Method

The interface tracking method is an extension of the cureatteasurement technique that in-
volves an adaptive threshold edge detection and is vatidaea fit to the theoretical Young—
Laplace curve. Determining the liquid—vapor interfacepghand tracking the interface in every
image involves considerable spatial filtering in additiortiie deconvolution to account for in-
herent noise in the neutron images. Although the image istat3®age, it was determined that
the pixel gray levels of importance are between 100 and 3@ oFiginal neutron images, how-
ever, contain several spots of intensities (gray leveld) atmve 20,000 due to intrinsic noise in
the camera or deposition of energy into the sensor from garaysa These intensities are essen-
tially background noise and can be removed by using a spagdian filter. The pixel intensity
histogram (Fig. 5) shows 3 peaks at about 160, 240, and 266spanding to liquid hydrogen,
aluminum wall, and hydrogen vapor. In order to avoid unnsagsblurring of the image instead
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FIG. 5: Histogram of pixel intensities for a typical liquid hydragi Al 6061 neutron image

of using a spatial median filter, intensities above 340 atds840, and all intensities were
subtracted by 100 to remove the initial offset.

Upon initial investigation it was observed that the curvataf the liquid—vapor interface
does not change considerably with evaporation or condensaten though the contact line is
moving. This is due to the slow phase change rates in the iex@et in conjunction with the
spatial resolution limits of the imaging setup. Any curvatehange with contact line motion
would require spatial resolution less thampu®. Hence, the signal to noise ratio in the captured
images could be enhanced by image stacking. This is doneabkitig the lower apex of the
meniscus and cropping out the liquid—vapor interface imeirmage. The cropped images are
then aligned, stacked, and averaged to remove gamma nalseoe was removed by using a
5 x 5 median filter prior to stacking. The final image obtainedy(/) has high signal to noise
ratio so that edge detection and a Laplace fit can be performed

The liquid—vapor interface has a three dimensional cureatith contribution from both the
in plane and the through plane components. Hence, a 1D edgetida does not suffice. The
liquid—vapor interface region looks smeared because tagéts essentially a shadow graph and
the intensity reduces exponentially with film thickness amdntually becomes smaller than the
resolution of the detector system. The pixel intensitieangfe in both directions of the obtained
2D image. Variation in the vertical direction is due to reiigcfilm thickness and intensity
changes in the horizontal direction are due to the cyliradigeometry of the sample. In such a
case, if a constant limiting intensity threshold is useeyauld result in an erroneous meniscus
shape. In order to overcome these challenges, a uniquetartevdetermination is employed
using an adaptive threshold. The preprocessed paramktegssth the stacked images are used
in a preliminary 1D vertical scan to obtain the first guessefliquid—vapor interface. Based on
the initial scan, the 2D meniscus is divided into 3 zones focpssing: (1) a central zone where
the curvature variation is small owing to the flat interfac¢hie center, (2) an intermediate zone,
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FIG. 6: Stacked image showing the three zones of analysis, hodkantl vertical intensities along the
centerline

where the 2D curvature changes significantly, and (3) a caove where the curvature variation
drops again, and the film thickness is lower thg&mm. The image is sliced vertically and the
three zones are analyzed separately (Fig. 6).

All the pixels in the central zone are processed through ticaérl D median filter of size
10 and a vertical 1D sgolay filter of size 10 in MATLAB and thereeaged to remove any
remaining neutron noise. A 1D vertical scan is made alongyepigel column to find the first
pixel location whose intensity is equal to the average sitgrof the liquid region pixels in
the same column. Hence, the limiting intensity constantignges and results in an adaptive
threshold. This adaptive threshold method accounts fohtirezontal intensity smear as one
gets closer to the wall. A quadratic curve fit to this edge fles a more accurate representation
of the meniscus in the central zone. The ends of the quadiaerve as initial parameters
for the intermediate zone left of the central zone. A diag@uge detection is performed by
scanning in both the x and y coordinates to find pixel pos#tittrat have intensities equal to
the average intensity of all the liquid region pixels in ttetcular column directly underneath
the current x range. Hence a modified adaptive threshold adathused in the intermediate
zone to account for both the vertical and horizontal intgngistribution. The end point of the
intermediate zone serves as an initial point for the lefheozone. The corner zone is analyzed
using a 1D horizontal scan and the adaptive threshold mefrioel process is repeated for the
right intermediate and the right corner zones. The regulpiixel location and intensities are
extracted and a cubic spline fit is performed to ensure coityitbetween the zones. The final
edge detected interface is shown in Fig. 7.

The obtained edge detected interface is scaled and cured fitt a theoretical Young—
Laplace curve for validation. The Young-Laplace equation&n axisymmetric cylinder in
cylindrical cordinates is given by the following equatid@@ohcus, 1968):

df () sin dr() cos 0<< gie). @)

dp  Bof— (sin)/r+A  dp  Bof — (sinh)/r + A’

Additional conditions at the ends are given pfp) = r(p) = 0 atp = O andr(Pp) =1
atlp = 7/2 — 0. The apex is taken as the origin of the coordinate system.qUietity f(r)
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is the dimensionless height of the interface at a dimensgsndistance from the apexa is
twice the curvature of the interface at the origin, Bo is tlen& numberf is the contact angle,
and\y = tan~Y(df /dr). The equation is solved numerically usinge113 (a variable order
Adams-Bashforth—Moulton predictor—corrector solver iATMAB). The equation is evaluated
for a variable curvature at the origin and a least squares fieiformed. Once the appropriate
Laplace curve is found for the interface, the contact argyjthe value of the first derivative gf
atr = 1. Figure 7 shows the edge detected curve in comparison kétfitted Young—Laplace
curve. The analysis presented here suggests a contactan@lel® for hydrogen in contact
with aluminum oxide. A description of the possible existené a contact angle and the errors
involved with measurement is discussed in Bellur et al. @204) and Konduru et al. (2016).

Within the limits of the imaging resolution, the curvaturfetlee liquid vapor interface does
not change during phase change. Hence the shape of theaagdrom the Laplace fit and the
height of the meniscus apex from the inner bottom of the telétace the only two parameters
needed for accurate volume determination. All neutron iesaigom a test run are processed
through a [5x 5] median filter and a [5¢ 5] sgolay filter in MATLAB to remove stray neutron
noise. Once a full meniscus is formed after condensatiancémtral scan described above is
repeated on the entire image. The minimum of the quadrapicditides the apex location needed
for the volume determination. An axisymmetric 2D shape isstaucted with the Laplace fit
displaced by the apex height obtained for each image. Trearée centroid of this 2D shape
is determined using the trapezoidal rule and the volume tisroéned using Pappu’s second
centroid theorem. The process is repeated for each imagtandlume at every timestamp is
logged.

4.2 Optical Density Method

The optical density method converts every pixel intengjtay value) into a liquid thickness and
thus relies on the intensity resolution. Every image witjuid is normalized with a dry image
of the test cell (prior to condensation), the backgroundgiene removed and an attenuation
coefficient for the liquid is measured. The coefficient isthised to transform the pixel intensi-
ties of the normalized image to a liquid transmission thedswusing a modified Beer—Lambert
equation. The liquid transmission thickness of the entirage is summed and multiplied with
the pixel pitch to obtain the total volume.

In the images of the test cell just prior to condensation astlgfter evaporation, there is no
visible liquid in the test cell but vapor at a set pressureésent. The attenuation from propellant
vapor is not sufficient for visualization. These images agelisamn combined to form a “reference”
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image so that the only difference between the referencearaad the test image is presence of
the liquid propellant. Images with the neutron beam turnidvere used to characterize the
background radiation from the reactor. These images aream@dmbined as well to form a
“background” image.

As in the interface tracking method, further denoising irceg are needed in addition to the
deconvolution to remove the gamma noise. In this methodpuarst preserve most of the original
pixel intensities and not intentionally blur the image wafatial filters to obtain a true volume
from the original pixel intensities. Gamma noise or hot sparte randomly formed on every
image and a temporal running median filter with a window of a@®s is used to remove them.
Since the interface moves by less then 15 pixels in every dgesindow of 3 images ensured
that the temporal resolution is not severely affected. Tk is constructed such that the pixel
intensities of a previous image, current image and next @nagompared and a median value
is chosen as the pixel intensity of the current image. Thie@ss is repeated for every pixel of
every image of the test. The resulting images are mostlydfgamma noise and erratic jumps
in intensity while preserving both spatial and temporabdet

The processed neutron images from the phase change/tesf;() are converted into an
optical density imagel( p) by removing the background£), normalizing resulting image with
the reference imagé€ £ ). A logarithmic transform of the resulting normalizatiartihe optical
density image [Eq. (3)]. A sample optical density image afaensing hydrogen (temperature =
19 K, pressure = 120.6 kPa) in a 10 mm Al 6061 cell during th&dgan2015 tests is shown in

Fig. 8:
Irgsr — 1
Top = ~log (7251 =00). @
REF — 1B

In order to account for the polychromatic neutron beam aiNI&T BT-2 facility, a beam

hardening correction must be applied to the exponentiahatition law to convert the optical
density image into a liquid transmission thickness image

OD = pd + pd?. (4)

The coefficients to Eq. (4 andf are calculated from the sample optical density image by
considering the horizontal line profile of optical densigfues along the condensed liquid (solid
green line in Fig. 9). Assuming the test cell to be a perfetinder, the geometric thickness
of the liquid (neutron transmission distance) can be catedl. The measured optical density is
then fitted to the liquid thickness using the beam hardeniadeh[Eq. (4)] to obtain the atten-
uation coefficient and beam hardening correction facfoffor the particular test run. Figure
9 shows a line profile of optical densities along with the themetric liquid thickness and the
results of a beam hardening fit. Figure 10 shows the almosadimariation of optical density
with liquid thickness with a slight second-order beam hanadg correction. At low liquid thick-
ness 0.2 mm) the fit is bad due to the spatial resolution of neutneeging combined with the
quadratic nature of the film geometric film thickness. Thertitias . and are weak functions
of density and since pressure changes by less than 5 kPaydhencourse of an condensa-
tion/condensation test, the coefficients are assumed taineconstant and are only calculated
once per test run. The attenuation coefficient calculatexh foptical density images for liquid
hydrogen at 120 kPa is 1.431 which compares very well withtieeretically calculated coeffi-
cient of 1.437 (Table 1).

The calculated coefficienta@ndfp) are then used to estimate a liquid transmission thickness
value from every optical density pixel value using Eq. (eWolume of liquid at each pixel is
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FIG. 8. Sample optical density image of condensed liquid hydrogehé 10 mm Al 6061 cell from the
January 2015 test

calculated based on each pixel’s liquid transmission tiesk and the pixel pitch. The volume of
liquid in the entire image is summed based on the individohlmes represented by each pixel.
Phase change rate can then be computed based on the liquédnah every image.

5. RESULTS AND DISCUSSION

Two different methods of measuring the volume of condenisgid are discussed in the previ-
ous section. While the optical density method is robust toutate volume from all images, the

interface tracking method needs a fully formed meniscustéouse. Further, it was noticed in

the September 2015 images with methane that condensaseriison the top corner of the lid.
The interface tracking method cannot compute the volumkistiorner section and thus is only
applicable when a single fully formed meniscus is seen. €ngaltion on the top corner was not
captured in the January experiments due to the field of viethefmaging setup. The Young—
Laplace fits in the interface tracking method suggests tlssiple existence of a finite contact
angle. However, the optical density method shows that teeists a thin film of propellant on

the walls of the test cell at all times. Figure 11(a) showsraa image from the September
2015 test with condensed methane at 117.2 kPa and 110 K antilffp) shows the line profile

corresponding to the dashed red line. Condensation on pheptmer is clearly observed and the
line profile shows two clear peaks near the wall and an offseptical density at the center of
the cell. Both these features indicate a thin liquid film o@tall. The average thickness of the
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FIG. 9: Line profile of optical density along the liquid along withayeetric liquid thickness (solid green
line in Fig. 8)
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FIG. 10: Beam hardening fit to calculate attenuation coefficient

film in Fig. 11 is estimated to be 1om. It is the authors’ hypothesis that the film thickness is a
function of the condensation/evaporation rate and thisheilexplored in a future publication.
The temporal resolution of the measured volume is estimiatdée +15.1 mn? due to the
image exposure time of 10 s. This estimate is based on thenmaximovement of the liquid
meniscus 415 pixels) in consecutive images during the experiments Térnporal uncertainty
applies to liquid volume determined by both methods deedriolume determination from
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FIG. 11: Sample optical density image of condensed methane at 110 KBh2 kPa, from the September
2015 test (a) and the corresponding line profile scan aloagléished red line. (a) Sample optical density
image, (b) line profile scan
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the interface tracking method has additional uncertairdynfedge detection, estimated to be
a maximum of4+5.7 mn? due to a+5 pixel error in interface detection. The errors add in
quadrature and total uncertainty in the interface trackislgme measurement #516.14 mnd.

An additional uncertainty in the optical density methodaséd on neutron counting statistics
in addition to the temporal uncertainty. Neutron transporthe imaging detector is a random
process and the number of neutrons at a given time in a deteig#d is described by a Poisson
distribution (Hussey et al., 2010). Ignoring the beam haimtecorrection and the uncertainty in
the linear attenuation coefficient, the error in liquid vokifrom optical density can be estimated
by the following equation:

2N

5 1
v = —
w\ I,ATn’

(5)

where N is the number of pixels used to calculate the voluthe= 5 x 10 em=2s71, the
incident fluence rated is the area of each pixel; is the exposure time, angis the detection
efficiency (0.8 for the GadOX screen used). The random enrtiré volume measurement with
optical density method calculated from Eq. (5)48.56 mn? and the total uncertainty 815.11
mm?. Uncertainty in the volume measured from the edge deteatiethod is about 6% greater
than the volume uncertainty in the optical density method.

Figure 12 shows the results from one such test with hydrogestarated at 21 Kin a 10 mm
Al 6061 cell. The result corresponds to time lapse imagesgn3: Volume of liquid in the test
cell based on neutron images is computed using both thefdangtracking method and the
optical density method and the agreement is very good.

6. SUMMARY

A new experimental technique to observe the liquid—vapterface during phase change of
cryogenic propellants is presented. Using the 70 mm orangestat and the BT-2 Neutron
imaging facility at NIST, Gaithersburg, controlled phasaige tests of liquid propellants were
conducted and images of the liquid inside the opaque metallitainers were obtained through
neutron transmission imaging. A new technique to accyradiehntify the liquid—wall interface
has been determined using a simple exponential attenulationTwo methods to determine
condensed liquid volume are discussed and results are ceth@dée interface tracking method
uses edge detection on a stacked image to compute the ligpim curvature and eventually
measure the volume. The optical density method transfoumiy gixel gray value into liquid
thickness and computes volume. Despite the fact that aderfracking method makes an as-
sumption that the interface curvature is constant durirggs the measured volume agrees very
well with the optical density measurement of volume. Theuatd measurement error with the
interface tracking method i616.14 mn3 while the volume measurement with the optical den-
sity method is+15.11 mn3, about 6% lower. The interface tracking method cannot be use
unless a full meniscus is formed while the optical densityhoé can work on any image. Fur-
ther, the optical density technique can detect thin liquidgion the cell wall while the interface
tracking method cannot. Hence, for an estimation of phasagd rates from simple steady
evaporation/condensation processes, an interface migackethod is shown to suffice but for
high accuracy volume measurements and thin film analysigytieal density method should be
preferred.
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FIG. 12: Phase change rates for hydrogen in the 10 mm Al cell satuedt@d K. Condensation test is
conducted at 19 K and evaporation at 23 K
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